
1) 본 발명에 따른 자연어 처리 시스템의 구성

• 본 발명의 자연어 처리 시스템(100)은 통신 모듈(110), 메모리(120), 

프로세서(130) 및 데이터베이스(140)로 구성됨

• 통신 모듈은 통신망과 연동하여 자연어 처리 시스템과 사용자 단말 간의

송수신 신호를 패킷 데이터 형태로 제공하는 데 필요한 통신 인터페이스를

제공함

• 메모리는 자연어 처리에서의 단어 표현 방법을 수행하기 위한 프로그램이

기록되며, 프로세서가 처리하는 데이터를 일시적 또는 영구적으로 저장함

• 프로세서는 자연어 처리에서의 단어 표현 방법을 제공하는 전체 과정을

제어함

• 데이터베이스에는 자연어 처리에서의 단어 표현 방법을 수행하면서

누적되는 데이터가 저장됨
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본 기술은 기학습된 단어 임베딩의 지도 학습을 기반으로 미등록 단어(Out Of Vocabulary, OOV)를 비롯한 모든 단어에 대한

단어 표현을 생성하는 자연어 처리 시스템 및 자연어 처리에서의 단어 표현 방법에 관한 것임

미등록 단어뿐만 아니라 모든 단어의 하위단어정보를 이용하여 해당 단어가 가지고 있는 고유한 의미를 정확히 추출하고, 

미등록 단어가 많은 개방 어휘 환경에서 효과적으로 동작할 수 있으며, 새로운 단어 임베딩을 생성하기 위해 말뭉치, 즉 대형

코퍼스에서 오랜 시간 학습하지 않고 기존의 자연어 처리 시스템이 가지고 있는 단어 임베딩을 이용하여 미등록 단어를

생성할 수 있기 때문에 단어 임베딩 생성에 있어서의 효율성 및 효과성이 향상될 수 있음

기존 자연어 처리에서 미등록 단어 처리 방법의 한계

• 기존의 미등록 단어의 처리 방법은 미등록 단어의 수가 많아질 경우에 자연어 처리 시스템이 텍스트를 제대로 분석하지 못하는

결과를 초래하는 문제점이 있으며, 특히 소셜 미디어 환경에서 사용되는 일반적인 단어의 형태와 다른 단어들은 자연어 처리

시스템이 지니고 있는 단어 임베딩에 존재하지 않을 확률이 매우 높음

• 따라서, 자연어처리 시스템이 처리해야 할 단어의 수가 많거나 신조어 등이 빈번하게 발생하는 개방 어휘 환경에서 미등록

단어들 각각에 대한 표현을 생성하고, 미등록 단어가 지니고 있는 고유한 의미를 추론할 수 있는 언어 모델의 개발이 요구됨
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하위단어 정보를 이용한 단어의 고유한 의미 추론

• 자연어 처리 시스템은 적어도 하나 이상의 단어를 포함하는 어휘 및

기학습된 단어 임베딩 정보를 포함하는 어휘 사전 데이터세트를

제공함

• 어휘 사전 데이터세트에 기초한 어휘가 단어 표현 모델에 입력

데이터로 제공되면, 입력 데이터에 존재하는 단어들에 대한 하위 단어

정보를 추출하고, 추출된 하위 단어 정보를 이용하여 하위 단어 특징

벡터들을 생성한 후 이들을 결합하여 단어 임베딩 벡터를 산출함

• 단어 표현 모델은 단어 임베딩 벡터와 해당 단어의 기학습된 단어

임베딩 정보를 매칭하여, 기학습된 단어 임베딩을 산출된 단어 임베딩

벡터로 대체하여 해당 단어에 대한 단어 표현을 학습함

• 따라서, 기존에 대형 코퍼스에서 비지도 학습 방식으로 단어 표현을

학습하던 방식과 다르게, 기학습된 단어 임베딩 정보를 포함하는

어휘사전 데이터세트를 이용하여 어휘에 포함된 모든 단어에 대한

단어 표현을 학습함

• 이후 단어 표현 모델에 미등록 단어가 입력 데이터로 제공되면, 

미등록 단어에 대해 추출한 하위 단어 정보를 이용하여 미등록

단어의 단어 임베딩 벡터를 산출하고, 산출된 벡터에 기초한 벡터

연산을 통해 단어 임베딩 벡터 간 유사도를 계산하여 미등록 단어의

이웃 단어를 추출하여 고유 의미를 추론함

• 본 기술에 따른 단어 표현 모델의 단어 유사성 평가 결과, 하위 단어

정보를 추출하는데 유용하며, 대규모 코퍼스에서 단어 표현을

학습하는 FastText보다 더 우수한 학습 성능을 보여줌

단어 표현 모델의 학습 방법

자연어 처리 시스템

본 기술을 통해 개방 어휘 환경에서도 미등록 단어가 가지고 있는 고유한 의미를 정확히 추출할 수 있는 자연어 처리 시스템을

제공할 수 있음

단어 유사성 평가 결과
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